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Abstract

People may want to recall a multitude of experiences and information
from everyday life. Human memory, however, has its limitations
and can be insufficient for capturing and allowing access to salient
information and important details over time. A variety of tools —
primitive, analog, or digital — can complement natural memories
through recording. Throughout history, in fact, record keeping and
documentation have become increasingly important. In recent years,
ubiquitous computing researchers have also designed and constructed
mechanisms to support people in gathering, archiving, and retrieving
these artifacts, a broad class of applications known as capture and
access.

In this paper, we overview the history of documentation and
recording leading broadly from primitive tools into the current age
of ubiquitous computing and automatic or semi-automatic recording
technologies. We present historical visions motivating much of the early



computing research in this area. We then outline the key problems that
have been explored in the last three decades. Additionally, we chart
future research directions and potential new focus areas in this space.
This paper is based on a comprehensive analysis of the literature and
both our experiences and those of many of our colleagues.
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Introduction

Vannevar Bush was perhaps the first to write about the benefits of a
generalized capture and access computing system. In his 1945 Atlantic
Monthly article, he described his vision of the memex — a system
intended to store all the artifacts that a person comes in contact with
in her everyday life and the associations that she creates between them
[23]. In pointing out the need to provide capture and access as a ubiqui-
tous service, he noted that a “record ... must be continuously extended,
it must be stored, and above all it must be consulted.” His envisioned
system includes a desk capable of instantly displaying any file and
material that the user needs. Bush also envisioned other devices to
support automatic gathering of information from other daily experi-
ences for later retrieval, such as a camera that scientists wear on their
foreheads to capture pictures during an experiment and a machine to
record audio dictations. The goal of these imagined devices was to sup-
port the automated capture of common everyday experiences for later
review, a concept reflected in much research since his article. Czerwinski
et al. [37] more recently, reflected on Bush’s vision within the context of
modern recording technologies, identifying five reasons people capture
digital versions of their lived experiences: memory, sharing, reflection
and analysis, time management, and security.

97



98 Introduction

In this paper, we briefly note the origins and natural human history
of recording, providing only a selective overview of the extensive litera-
ture of note-taking, documentation, and the written word. We overview
the early visions of computing systems designed and developed for these
purposes and detail the myriad of research works in this area — broken
down by domain of inquiry. We provide some information on infor-
mation management and retrieval, but focus primarily on end-user
applications of ubiquitous computing for capture and access of data
surrounding lived human experiences. We close with an accounting of
some of the near and long-term open questions for researchers.

There is no doubt that recording, whether of histories, rules, or
data, has been a significant force in human history. From the early
cave paintings and hieroglyphics, to the first Bibles printed for the
masses using the Guttenberg press, to the Internet and publishing that
is powered by the masses, the ability to record and then share informa-
tion has changed the way people are able to interact, to empower them-
selves, and to spread knowledge. Certainly, accompanying the advances
enabled through various recording media, sacrifices and losses have
also impacted human history. Practices surrounding oral histories have
been lost or reduced in many cultures. Documentation has sometimes
replaced human rational thought in bureaucratic organizations. Peer-
review and other quality controls have been lost in some arenas to the
power of inexpensive, easy publication. Likewise, the advent of ubiqui-
tous computing and the power of automated capture and access appli-
cations have continued the trend of recording as a core human need
for which technology can be an important tool, support, and effecter
of change.

Fernandez [53] provides a remarkable account of the way one lawyer
in colonial America remained a welcomed member of an extremely
conservative community, despite his unorthodox views of religion and
morality. Thomas Lechford was most likely allowed to stay in the com-
munity despite his heretical views due to his role as one of the colony’s
“hired hands” paid to hand copy and to write legal documents. Iron-
ically, these activities afforded him the power to insert several of his
reforms, in particular around which elements of English common law to
bring to American and which to leave as well as which elements Puritan
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Jurisprudence might remain. The colonists were largely unable to read
his reformation writings, and even if they could, they needed him to
work as colonial copier, and thus tolerated reform activities that would
normally have had him exiled. This single example demonstrates what
many people know to be true intuitively: those who can document and
share information have access to immense power and influence upon
the society for which they are recording.

The power of records may also be discerned from the emphasis
placed on them by certain professional fields [47, 157, 192]. Notes
can serve as memory aids, decision-making tools, historical docu-
ments, backdrops for collaborative discussion and more. Furthermore,
“record-keeping practices are a central means by which organizations
demonstrate accountability” [192]. Thus, note-taking often can be a
“requirement of professional practice” [157], governed by rules, regula-
tions, and “best practices.” However, many of the routines, procedures,
and customs surrounding recording are in fact culturally and socially
constructed. The context of the interaction has as much influence on
the note-taking and record-keeping practices of the individuals as the
content of these records.

Additionally, keeping records holds a significant historical place in
the methods of the social sciences, many of which have been incorpo-
rated into HCI research. For example, Spindler and Spindler used films
of research participants as “evocative stimuli” to encourage teacher
reflection on classroom behavior, primarily their own [163, p. 19].
Goodwin described how videos could be used to develop a greater
understanding of interactions by cataloging those interactions using
similar methods to the cataloging of speech utterances by conversa-
tional analysts [64]. He also described the ways perceptions about those
activities could be molded by the coding scheme used to catalogue and
analyze them [63]. One goal of using video and audio records in some
cases is to prevent some of the departure from reality that can be inher-
ent to documentation manually recorded at the time of an incident
or later. Even trained observers can make errors in judgment due to
their own ingrained perceptions at the time of recording [163, pp. 219—
221]. Video affords the possibility to return to those experiences at a
later date for further analysis. Many education researchers have also
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examined the ways in which video can be used in teacher preparation
and critique [105, 106, 121].

Use of video as records in the social sciences has also been noted to
have its downsides. Certainly, “the camera is selective” [163, p. 221].
In fact, so selective that Goodwin also described the ways coding tech-
niques can be used to recreate “truth” from video within “socially
situated, historically constituted” bodies of practice [63]. Thus, the old
adage “seeing is believing” holds true. However, those who “see” using
this constructed view of the video record, may see only what the con-
structor intends. The danger of acquiring a particular outlook regarding
a setting either before or during the observation period can still be in
place even when doing analysis of video records after direct observa-
tion. For example, Ochs [139] described the ways in which the process
and style of transcription can influence the outcome of analysis. Signif-
icantly, she found this influence to be present whether the person doing
the analysis was present for the initial observations or not.

The act of manual capture can also distract people from fully engag-
ing in an experience. During the actual activity, people will not be
able to devote full attention to the activity because they must devote
time and effort towards the capture task. Conversely, when people wish
to become engaged in the activity, they may not be able to take the
time for recording enough details for later use. Bederson described the
importance of using applications, like his NoteLens, to augment not to
detract from human ability to stay in the moment [12] — in the “flow”
of optimal human experience [35].

Recording adds extra challenges when considering storage of and
access to that information over a long period of time. First, a large
amount of information is generated, requiring intensive searching or
browsing. Thus, a user’s ability to easily access a specific piece of
information depends on not only where the user chooses to store the
information but also how it is organized. Retrieval then becomes a
matter of how to index into the collection of captured information.
The ability to index into captured information flexibly and to correlate
pieces of that information is important because the salient features for
triggering the retrieval of the desired information can be a portion of
the content or the surrounding context. Accessing content also involves
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more than the simple retrieval of content. Depending on the situation,
users may want to recall information at different level of details.

Additionally, vast amounts of information stored initially for partic-
ular reasons can be used in very different ways once compiled together,
raising a host of concerns about appropriate information use [91, 138].
In Europe, current laws prevent use of data for any purpose other than
that which originally collected [52]. In the United States, however, as
of this writing, no such restrictions are present.

Despite the many flaws of recording technologies and processes,
keeping records is a significant part of the production of scientific and
practical knowledge. By enhancing the ways in which people can docu-
ment information, we can work towards reducing some of these issues.
Following on the Memex vision, in 1960, Licklider presented his vision of
the “mechanically extended man,” describing how man-machine sym-
biosis can augment the human intellect in the future by freeing it from
mundane tasks [112]. He emphasized the importance of the separable
functions between the user and the computer in the symbiotic associ-
ation based on what humans are good at (e.g., synthesizing an expe-
rience, making associations between information) and what computers
are good at (e.g., capture, storage). Although he and Bush shared very
similar visions, the technological progression over the 15 years between
their writings helped Licklider to ground his idea with an understanding
of the relevant issues and challenges that needed to be investigated, such
as how to store the information and how to provide natural, ubiquitous
interfaces for input and output tasks [35].

Like Bush and Licklider, Douglas Engelbart also believed that tech-
nology could be used to augment human intellect [51]. However, Engel-
bart believed in more than merely augmenting individual memory. In
his work at the Bootstrap Institute, he coined the term “Collective 1Q”
to describe how a group can “leverage its collective memory, perception,
planning, reasoning, foresight, and experience into applicable knowl-
edge” to solve problems. The key factor in Collective IQ is the quality of
the group’s knowledge repository. However, augmentation also depends
heavily on the speed and ease of creating and retrieving knowledge.
Engelbart demonstrated the importance of these factors through the
simple example of how tying a brick to a pencil can de-augment users.
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These early visions were (and remain) inspirational to many areas
of computer science. However, it was not until the beginning of the
1990s that these ideas were explored away from the desktop computer.
In his seminal 1991, Scientific American article, Mark Weiser describes
a vision of ubiquitous computing in which technology is seamlessly inte-
grated into the environment and provides useful services to humans
in their everyday activities [186]. Weiser described several scenarios
demonstrating the benefits of automated capture and access, such as:

1. Sal doesn’t remember Mary, but she does vaguely remember
the meeting. She quickly starts a search for meetings in the
past two weeks with more than 6 people not previously in
meetings with her, and finds the one.

2. Sal looks out her windows at her neighborhood. Sunlight and
a fence are visible through one, and through others she sees
electronic trails that have been kept for her of neighbors
coming and going during the early morning.

These scenarios illustrate two interesting ways that information
automatically captured on behalf of the user could be used later
for two different environments — at home and at work. However,
Weiser left out many important details to inspire others to investigate
creative applications for automated capture and access. The first sce-
nario describes the user searching through a list of captured meetings
for a particular meeting that satisfies the salient context about it that
she remembers. However, we can imagine other desirable access behav-
iors that could have also helped Sal, such as content-based retrieval or
browsable summaries of meetings. The second scenario, in addition to
capturing nontraditional data types, demonstrates a very short-term
access of the captured information, where walk trails are displayed
hours afterward. In this application, the captured information is used
only a short time after it occurred; it is conceivable this captured infor-
mation is useful even after a long period of time passes. This scenario
also introduces interesting privacy concerns relevant to the area of
automated capture and access.

Ubiquitous computing technologies also can begin to remedy
the selectivity and ambiguity of human memory. People often have
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difficulty foreseeing the value of information [188] or predicting when
an event of significance (e.g., baby’s first steps) might occur. Auto-
mated capture technologies can enable models of recording in which
a person can determine the value of information about an event after
that event rather than before.

As ubiquitous computing technologies improve, they can also reduce
errors and challenges in external recorded memory as well. For example,
we can reduce the selectivity of the camera by providing multiple fixed
views of particular interactions. We can reduce the selectivity of coding
of media by keeping the media and allowing access to varied coding
schemes. Larger and more complex data provenance schemes can work
towards ensuring the authenticity of the original record.

A large number of ubiquitous computing research projects focus on
or incorporate technologies for capturing details of a live experience
automatically and providing future access to those records. This theme
of ubiquitous computing research is commonly referred to as capture
and access applications [5]. We define capture and access as the task of
preserving a record of some live experience for future review. Capture
occurs when a tool records data that documents an experience. The
captured data are recorded as streams of information that flow through
time. The tools that record experiences are the capture devices; and
the tools used to review captured experiences are the access devices.
A capture and access application can exist in the simplest form through
a single capture and access device or in a more complex form as a
collection of capture and access devices [177]. Four common goals exist
across ubiquitous computing applications focused on capture and access
functionality:

1. Capture should happen naturally: The usefulness of this ser-
vice often lies in its ability to remove the burden of recording
from the human to support focusing attention on the live
experience [5]. As a result, capture must be supported unob-
trusively and should require little or no additional user effort.
This behavior typically has been supported by (1) capturing
raw audio and video of an experience and processing it later
for additional semantic information or (2) augmenting the
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devices that the user normally uses during an activity to log
salient data.

2. Information should be accessible with minimal effort: The
design of capture and access applications involves more than
the development of unobtrusive capture services. The use-
fulness of these services becomes evident in the access phase
when users need to review the information. Brotherton pre-
viously defined successful access as situations in which infor-
mation can be found at the proper level of detail (as accepted
by the user doing the access) with minimal effort [19]. Addi-
tionally, as Abowd and Mynatt point out, these information
access services are most useful when they are ubiquitous [5].
Together, these two points indicate that users require inter-
faces that support access whenever, wherever, and however
they need.

3. Records should be cross-indexed by content and context: Over
a long period of time, automated capture results in the
recording of a large amount of information. This amassing
of data may cause users to experience difficulty in finding
desired points of interest in the captured streams. To help
users better navigate through these streams of information,
applications often support many forms of indices so a user
can jump directly to relevant points in a stream [127]. Addi-
tionally, access tools should be able to easily correlate and
compute over events across streams and levels of detail, as
motivated by user retrieval needs. For example, a person
might remember a portion of the content or the surrounding
context; as such, records should be cross-indexed by content
as well as context.

4. Records should be created, stored, and accessed in socially,
ethically, and legally responsible ways: Development of ubiqg-
uitous computing, database, and storage and processing
technologies has led to a new ‘“recording age,” in which
immense quantities of data about everyday life are being
amassed. To ensure that users maintain a natural experi-
ence, capture technologies must be created in ways that
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reflect their comfort levels with them. Likewise, to ensure
appropriate protections against misuse and other social and
societal challenges, storage and access portions of capture
and access systems should ensure these same requirements
are upheld.

These requirements stem not only from formative, philosophical,
and analytical inquiries into capture and access technologies but also
from a review of successful applications of ubiquitous computing tech-
nologies to the problem of large scale and naturalistic recording. In the
previous work, we also identified five dimensions in the design space
for capture and access applications (see Table 1.1). These dimensions
are explored in more depth in the summary section as a means for
understanding the applications overviewed in this paper.

In this paper, we outline the history of such projects from early
visions at the dawn of computing to current and future trends. We
divide these technologies and applications initially by domain area:
workplace (Section 2), educational and scientific (Section 3), and per-
sonal (Section 4). This division enables the reader to follow how specific
human problems have motivated and driven many researchers to design,

Table 1.1 Key dimensions in the design of capture and access applications.

Dimension Description
When & where capture When and where does capture occur — how
occurs ubiquitous is recording?

® Fixed locations vs mobile or wearable
® Continuous, at scheduled times, or
only when explicitly specified?

Methods for capturing How is recording activated?
and annotating the How are annotations and other meta-data
live experience associated to the raw data?
Number of devices How many and what types of recording devices are

associated with the capture application?
How many and what types of storage devices are

associated?
Techniques for reviewing How do users access search, browse, index, and
captured information retrieve captured content?
Length of time captured How long will data persist?
information persists How will it age (e.g., automatic deletion,

user-assisted deletion, time-based degradation)?
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develop, and deploy capture and access technologies. In Section 5, we
describe the techniques for capture and access across these domain
problems, with a more explicitly technological focus. In Section 6, we
close with a summary of the design space and some indication of the
major open challenges that remain in this research area.



2

Capture and Access in the Workplace

Marc Weiser’s article previewed many ubiquitous computing projects
conducted at Xerox PARC under his supervision as well as those
at Xerox’s research facility in Europe (Rank Xerox Research Center,
RXRC). Because Xerox at the time had a vested interest in focusing
on the technology for the workplace, these projects focused on capture
and access for meeting rooms and office environments.

The scenario in which Sal searches previous meetings to recall whom
a person she has met in the past was based on an application devel-
oped by Lamming and Flynn. Their application, Forget-Me-Not, was
the first to demonstrate the continuous capture of information for a
user as she moves about an instrumented capture environment, the
office [103]. Designed to leverage the ParcTab devices that a user had
with her constantly [159], Forget-Me-Not continuously stored the user’s
location and the people she encountered. Additionally, the application
captured the user’s workstation activities, file exchange and printing
activities, and phone call activities. Forget-Me-Not included an inter-
face that allowed the user to navigate through the captured history or
search for documents and other captured data. Users could also apply
context filters to narrow their search.

107
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Researchers at RXRC also developed many other systems to
enhance a user’s retrospective memory and prospective memory.
Newman et al. [137] developed the Pepys diary application to collect
people’s movements around the office. Using the Olivetti infrared
active badge network [184], the application simply logged raw location
data. Techniques were then developed to extract significant episodes
from the raw data. Because episodes recognized by Pepys were purely
location-based information, they lacked details that might be consid-
ered useful. Included in the application was the ability to augment the
Pepys Diary with video snapshots [48]. This Video Diary relied on a
video network [24] instrumented throughout the office and controlled
by the active badge network to take a snapshot of a person using a
camera closest to her location when a significant episode is recognized.
Other retrospective memory supporting applications included NoTime,
a note-taking application that captures and synchronizes the user’s
handwritten notes with audio and video of a meeting [104], and
Marcel, a system that monitored paperwork activities at an actual
desk using overhead video cameras and computer vision [136]. This
collection of research projects, in addition to influencing the design of
the Forget-Me-Not application, also resulted in a number of general
guidelines for building memory prostheses. These guidelines include
the need for sensing to exist in the physical environment, support for
both automatic as well as manual data capture, and the development of
access interfaces that facilitate finding relevant information. Lamming
et al. [102] emphasized that “a successful memory prosthesis will
integrate seamlessly into the user’s normal everyday activities and be
available to provide help when needed.”

At Xerox PARC during this time, researchers also began to investi-
gate the benefits of capture and access technologies for small working
meetings. Such meetings often involve coordinating team projects and
supporting communication between the project members. As a result,
these meetings are rich in knowledge that has been transferred between
the participants. Researchers were largely focused on replacing or
augmenting the manual capture, in the form of writing notes, being
used most often in meetings. These projects were designed to reduce
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the burden and interference experienced from taking notes that often
served to disengage one or more members of the meeting.

The Tivoli application, an influential meeting capture system, was
designed to capture small co-located group meetings [144]. Tivoli
focuses on the capture of interactions centered on large whiteboards.
The Tivoli application runs on an electronic whiteboard, known as
the LiveBoard [48]. In the degenerate case, Tivoli captures the user’s
annotations as raw ink. The user can also interact with the ink anno-
tations as “domain objects,” which represent specific kinds of captured
information (such as Intellectual Property). As a whiteboard surface,
Tivoli supports the capture of ink annotations. It also recognizes spe-
cial strokes and gestures. In the simplest case, this feature allows the
user to create, edit, manipulate and relate the contents on the inter-
face [128]. With an additional understanding of the application domain,
Tivoli would be able to operate on the ink annotations; for example,
the application could recognize numbers and automatically add them
in a math problem.

Beyond the whiteboard application, Tivoli has been extended in a
number of ways. These extensions include audio salvaging capabilities,
supporting ways to create annotations and indices for better playback
of the captured content [129]. Tivoli is one of the few systems that
have been deployed and studied over a prolonged period of use, and
the evaluation results have been reported. Although deployment and
field evaluations are becoming more and more common, during the late
20th century, they were nearly unheard of in ubiquitous computing.
Moran et al. [129] observed the behavior of an individual user reviewing
information to write reports of intellectual property meetings. In this
particular work, Moran et al. provided some initial understanding of
how a user would further organize and structure the information. Their
study uncovered several salvaging strategies employed by the user to
prepare reports about the meetings; and furthermore, it provided an
understanding of how these behaviors changed over time. Moran et al.
uncovered that the user eventually adopted salvaging behaviors on top
of the features supported by the interface. The user created marks
during the meeting to help him later index into exact portions of the
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audio that he would review. That evaluation was the first to study
how capture and access is actually used in an authentic setting. It
demonstrates the importance of evaluation because, in this instance,
the user adopted an unexpected practice surrounding features provided
by the interface. This work also demonstrates advanced access services
such as information summarization.

In addition to capture and access of discussions centered around
whiteboards and presentation surfaces becoming a common theme of
exploration, Tivoli in turn inspired a number of other projects. In the
remainder of this chapter, we describe projects that explore preserving
details of the user’s experiences in meeting rooms and offices for later
access.

2.1 Supporting Planned and Structured Meetings

Meetings are an important communication and coordination activity
for any group of people performing a shared task. During such an
activity, much knowledge is transferred between the participants. As
a result, meetings are rich in content that might need to be reviewed in
the future. Because discourse and communication are important during
meetings, often the task of taking notes can interfere with the partic-
ipants’ opportunity to fully engage in the meetings themselves. As a
result, a variety of applications have been built over the years to explore
the capture and access of a number of different types of meetings.

The SAAMPad application is a system that supports the capture of
software architecture discussion sessions [152]. During these sessions,
the rationale behind the architecture of a system is presented verbally
and through architectural diagrams. The diagrams and discussions
are, therefore, important aspects of the meetings that are captured
and related later on. An electronic whiteboard is instrumented to
capture the information that would normally be presented on a public
display and ties that information with additional captured audio
and video streams. Because it is known ahead of time the kind of
annotations users would draw on the board, the application supports
application specific objects, such as types of architectural blocks in an
architectural diagram.
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Similarly, in the domain of military strategic planning sessions,
users would navigate over a high definition map to place annotations
of military symbols on it as they present a strategic operation. This
information is best captured in a way that supports full playback to
allow those not present to hear how the operation should play out and
the rationale behind some of the tactics. Because the set of annota-
tions drawn over the map belong to a well-defined set of symbols, it is
possible to interpret these ink strokes into recognized objects. The Rasa
system applies vision techniques to capture and interpret a strategic
planning session discussed over both SmartBoards as well as actual
paper maps [122].

Despite their support for special domain objects, SAAMPad and
Rasa capture information in similar manners to the applications for
education that are described in the next chapter. In these applica-
tions, again we see the practice of either augmenting physical devices
or using vision techniques previously discussed to capture information
being applied to a different domain.

Project group meetings are used to discuss various aspects of
a group project. Meetings can be devoted to understanding the
team’s progress; specifics on how important parts of the projects
are implemented (or will be implemented) are sometimes presented,
agendas are drawn out, and schedules and responsibilities are defined.
The TeamSpace project [151] supports the capture of these meet-
ings as multimedia meeting notes as part of a larger set of shared
artifacts created and maintained for each project. Traditionally,
these meetings involve multiple people who come together at a
mutual location. As companies look to grow worldwide, the nature
of the work place is now a distributed environment with multiple
people at different geographical locations collaborating in a large
project. The TeamSpace application can be launched at these dif-
ferent sites involved in the meeting to capture and share streams
of information between the remote locations. The different streams
of information the application supports include presentation slides,
annotations, agenda items, action items, and video frames. Tele-
phone connections are used to provide an audio connection between
these physical spaces. Thus, audio is captured through the phone
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line, although potentially a voice over IP solution could be instru-
mented as well.

Like Tivoli, TeamSpace was deployed for a prolonged period of time.
Richter [150] studied its authentic use and also conducted laboratory
studies to understand how users review captured meetings. In the labo-
ratory study, she uncovered six browsing techniques (scan, skim, jump,
honing, replay, and random). However, during a study in which the
technology was deployed to users, people rarely reviewed the meetings.
Users review meetings when they need to recover important informa-
tion that could not be otherwise obtained. From her study, Richter
concluded the cost of capture must be lowered significantly beyond the
need to review. Because review seldom happens capture should done at
a minimal cost to the users, but capture must be performed so that it
is beneficial the few times the users do review information. Richter also
created the tandem Tagger and TagViewer applications to study the
capture of meetings where users have a high need for such records. The
Tagger application allows software engineers to annotate a text tran-
script of a recorded requirements gathering session. The TagViewer
application allows users to review the requirements gathering sessions.
In a controlled study, Richter studied the effect of the TagViewer appli-
cation versus just the captured video that software engineers typically
use today. She reports that users extract nearly the same number of
requirements from both, though there are fewer errors when using the
TagViewer application.

There are a number of other applications that provide similar
functionality to TeamSpace. For example, the Workspace Navigator
application from Stanford [88] captures student project group meet-
ings within a dedicated physical workspace instrumented with cameras
that capture snapshots of the room, whiteboard, and physical objects.
The Workspace Navigator also recorded screenshots from the com-
puters. The system helps students record design information for later
reuse.

In comparison to other meeting capture and access applications,
TeamSpace supports the capture a single collocated collaborative
meeting but also has support for multiple people to collaborate in
the capture of the streams of information. Similarly, the DOLPHIN
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application [169] was designed for capturing small freeform meetings
where group members may be either in the same room or in different
locations taking notes on computers. Like Tivoli, DOLPHIN also sup-
ports gesture input for interacting with domain objects created by the
user. Different from most capture and access system, DOLPHIN struc-
tures the captured information as a hyperlinked set of nodes instead
of temporally contiguously sheets or slides of notes. DOLPHIN sup-
ports both shared and private annotations. These systems go beyond
just allowing multiple devices to control a single meeting surface (such
as Pebbles [133]. More compellingly, they provide multiple people and
multiple locations with the chance to participate in the capture of infor-
mation. The key difference is everyone can capture information and it
must be shared across all locations.

The CALO Meeting Assistant explores how to produce meaningful
records of the interactions during a meeting through speech process-
ing and dialogue modeling [46]. Whereas TeamSpace leverages explicit
user-performed actions to produce rich records of meetings, including
agendas and action items produced during the meetings, the CALO
Meeting Assistant captures and processes audio from meetings to detect
topics, question-answer pairs and action items. Through an offline inter-
face, the system emails participants transcripts of meetings in which
they participated and distilled information that each user might want
[45]. The system leverages implicit user actions (such as the addition of
action items onto personal to-do lists) to retrain the classifier models
without explicitly asking for further user feedback.

Evaluation of these meeting capture systems proves to be an
incredibly large challenge. In deployment tests of these systems, they
have often been limited in their uses. Whittaker et al. proposed that
this limited use was at least in part due to their limitations in pro-
vision of interfaces for Information Capture and Retrieval (ICR) and
then developed and tested more advanced ICR functionality for pro-
viding the “gist” of meetings [189]. In response to this concern, Post
et al. [146] developed and validated an instrument for assessing what
they term meetingware. This instrument proved to be somewhat gen-
eralizable but is likely limited by the focus on students and on long
meeting cycles, such as one might find in long-term projects.
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In early phases of website design, ideas of the eventual site structure
are collected and arranged through paper Post-It notes on large walls
or tables, where large amounts of information can persist for as long
as needed. To support this practice in the electronic world (thereby
making it easier to share the information as well as to maintain design
changes), the Designer’s Outpost application uses two digital cameras
and a rear-projected electronic whiteboard to bring the artifacts manip-
ulated in the physical world into the electronic world [99]. The white-
board provides a large augmented surface to which notes can be added
and links and annotations can be written, much like a wall or a table
in the existing practice. When a designer adds or removes paper notes
from the whiteboard, the two digital cameras are used to determine
the changes and to capture the notes. After each interactive Outpost
session, the notes and the links and annotations on the whiteboard
(effectively a sitemap) can be saved into a DENIM input file, while still
physically persisting on the whiteboard for as long as needed. DENIM
presents the design at many different levels such as the sitemap, sto-
ryboard, and page schematic representations of a web site and allows
the user to continue to refine the design, making it a convenient (and
appropriate) access application of the captured information [114].

2.2 Impromptu and Unstructured Meetings

Serendipitous encounters present the challenge of not knowing who
the participants are and when the meetings could potentially occur.
Because whiteboards are the site of where a lot of these types of
informal meetings take place. These boards are often placed in loca-
tions where there is a reasonable flow of traffic to encourage any-
one who passes to discuss ideas and to brainstorm with one another.
The DUMMBO application uses a nonprojecting SmartBoard with an
attached sound system, to capture informal and opportunistic meet-
ings [21]. When anyone approaches the board and picks up a pen to
write, the board automatically begins to capture the writing and dis-
cussion. After a certain period of inactivity, recording will stop. Sensing
technology is instrumented near the whiteboard to detect the people
present during each meeting. If two or more people are known to be
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near the board, then recording of the conversation will occur even if no
writing appears on the electronic whiteboard. A Web interface is pro-
vided to support the access of this collection of unstructured meetings.
The context of an informal meeting (who was there, when and where it
occurred) is used to help an individual find a meeting of interest. Users
may browse through a timeline displaying periods of activity at the
board and may apply filters (who, where, when) to pinpoint a meeting
of interest. Once an appropriate time period has been selected, and the
correct meeting has been retrieved, the access interface allows the user
to replay the whiteboard activity, synchronized with the audio.

Several years later, Hayes et al. [74] revisited the problem of
impromptu meetings in the same context, semi-public spaces in a
research building, with the BufferWare project. The BufferWare system
made use of the concept of Selective Archiving, in which recording ser-
vices in an environment are always on and available, but they require
explicit action to save any recorded data. In that work, they found that
physical, social, and experiential knowledge could help users decide how
to react to and potentially to adapt and to adopt new capture and
access technologies [73].

Xerox PARC’s Flatland project [134] was also focused on the
capture and access of informal activities, and uses time as the mech-
anism for retrieval of historical information. Flatland was designed
to support informal activities within a private office. More structured
activities in the office, such as actions performed on desktop comput-
ers, can be logged and visualized in peripheral displays as a montage
of images to remind users of past actions. The Kimura project sup-
ports this type of capture and access of office activity to assist the user
in managing multiple “working contexts” [117]. Specifically, Kimura
allows the user to switch between working contexts by moving differ-
ent “tasks” throughout the office. Within a task, there may be multiple
branches of activities or contexts as well. Similarly, the Designer’s Out-
post, which is focused on ad hoc design sessions, allows individuals and
groups to manage and visualize a task that branches and has multiple
working contexts. They accomplish this functionality through a history
interface that includes a main timeline, a local timeline and a synopsis

view [100].
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2.3 Personalizing Meeting Capture

Personal meeting capture can be achieved through personal electronic
notebooks users would have at their seats or wherever they are. The
Filochat system [188] and Dynomite [190] are built on pen-tablet com-
puters instrumented with a soundcard. In these systems, notes can be
scribbled and synchronized to captured audio content. Dynomite builds
on the list of issues uncovered by the Filochat study and as a result
has some additional features that include organizing the notes based
on user queries and assigning keywords to blocks of ink. The benefit
of such systems was later evaluated by Kalnikaité and Whittaker [89]
in study which compares the accuracy, efficiency and user preference
for four different capture and access system: organic memory, pen and
paper, a dictaphone, and ChittyChatty (a PDA application supporting
temporal co-indexing of handwritten notes and audio streams). Their
study showed that when users are confident in their ability to recall
information without any aid, they are less likely to use any prosthetic
memory device. Users were able to remember information after seven
days and thirty days using the ChittyChatty system as accurately as
with a dictaphone while being more efficient with the ChittyChatty
system than a dictaphone. At the same time, users were not as efficient
with the ChittyChatty system as with pen and paper, but they were
more accurate.

The NotePals application also allows users to each privately cap-
ture their notes during the live experience [38, 107]. After the experi-
ence, all the user’s notes are gathered to form a collective view of the
experience during the access phase. This approach takes into consid-
eration that some points may be missing in different people’s notes,
or that the users’ views may be different. The NoteLook system also
supports the integration of both public and private content [26]. The
NoteLook system provides users with an array of camera views that
when a seminar participant requests can be used to take snapshots of
the public presentation. Once the snapshot is integrated into the user’s
private notebook, private annotations can be placed on top of it. Addi-
tional work at FXPAL also investigated the automated video capture of
meetings and generation of a comic book layout summarization of the
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session. This application, known as Manga, suggests high-level points
of interest in the video through different image processing techniques
(such as keyframing) and allows the user to drill down into video to
find segments for playback [180].

Many of the applications for capture and access were originally
designed in workplace settings, often by researchers at industrial labs
interested in boosting workplace productivity. The examples here,
which focused on personalized recording in the work setting, can also
be considered as generalized free-form or structured note-taking appli-
cations. Thus, these systems can be and have been considered for a
variety of domain problems and human activities.



3

Capture and Access for Educational Purposes

As greater amounts of technology are moving into classrooms and
homes, teachers of all kinds — from parents to therapists to college
professors — have the ability to present more information, communi-
cate more readily, and record more experiences about the lessons at
hand. As a result, some “information overload” has come about on the
part of students trying to note what is important, instructors trying
to prepare and administer lectures, and everyone attempting to assess
progress made and learning achieved. A variety of research projects
have focused on addressing these challenges from all angles, which we
describe in this section.

3.1 Lectures and Higher Education

In college and even high school classrooms, today, instructors use a
variety of technological tools during each lecture, with the goal of
providing a richer learning experience. Often, this information is pre-
sented in the form of complex slide and multimedia presentations along-
side more traditional writing on whiteboards or chalkboards. As a
result, students may be drowned with information and forced into a
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“heads down” approach to learning. While students are busy copy-
ing down everything presented in class, they may be distracted from
attending to the lecture itself. Instructors produce numerous artifacts
while teaching (lecture slides, links to web sites visited in class, audio
and video presentations, handwritten annotations, and spoken words),
all of which students attempt to preserve in analog paper-based notes
or the occasional personal voice recorder.

The eClass project (formerly known as Classroom 2000) aimed to
alleviate some of the student’s burden by recording much of the pub-
lic lecture experience [1, 20]. To capture what the instructor writes,
electronic whiteboards, such as the LiveBoard [50] or the SmartBoard!
are employed. Prepared presentations can be automatically converted
into slides displayed on an electronic whiteboard on which additional
annotations can be added by hand. To capture what the instructor says
and does, the classroom contains microphones used to record the audio
and a single camera to capture a fixed view of the classroom. Finally, to
capture other web accessible media the instructor may want to present,
a web proxy was used to monitor and record the web pages visited dur-
ing each class. Immediately after each class, all the different captured
streams of information are processed to create an on-line multimedia-
augmented set of lecture notes in a form that supports student review
[22]. Storing the notes on the Web also allowed students to review the
notes at their own convenience.

This work demonstrates how capture and access applications typi-
cally comprise a confederation of components that must work together
seamlessly [127]. As a result, application developers spend a lot of time
creating the glue that allows these independent, distributed, and het-
erogeneous systems to work together.

Other work that investigates the recording and playback of pre-
sentations include STREAMS [34] and Authoring on the Fly [8]. The
STREAMS work introduced a technique for capturing multiple streams
of information as separate, single medium streams that can be tempo-
rally integrated. As many streams of information as possible can be
captured for later access, when the user may decide which stream to

Lhttp://smarttech.com.
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focus on as the most significant. The Authoring on the Fly system
also captures any programs running on a computer as a multimedia
document for later playback.

Rather than instrumenting the classroom with augmented capture
devices (such as the LiveBoard as an augmented whiteboard and servers
that pull web pages automatically from a logging web proxy), the Lec-
ture Browser application [132], AutoAuditorium [17], MSR’s automatic
camera management system [115], Virtual Videography [62], and other
whiteboard applications such as the ZombieBoard [18] and BrightBoard
[164] rely on cameras and computer vision techniques to capture the
materials written and presented on the boards, as well as to detect
changes. Additional cameras can track people and provide different
images or videos of the classroom that are integrated with the captured
presentation when the system automatically generates a multimedia
document for the captured lecture experience. Beyond just snapshots
of the whiteboard, the Lecture Browser provides a structured interface
for accessing the captured lecture; the interface uses a timeline that
facilitates temporal navigation through the lecture as well as nonse-
quential indexing into the content. Similar both in work and in name,
the MIT Lecture Browser focuses on using automatic speech recogni-
tion and natural language processing to help transcribe, summarize,
and index into recorded lectures [60]. Work performed at Microsoft
has investigated the summarization of the captured presentations as
well [115].

The trade-off between these two approaches (the instrumentation
of the classroom with augmented capture devices versus passively cap-
turing using cameras and vision techniques) lies in the granularity of
capture as well as the level of intelligence built into the capture sys-
tems. Systems using augmented physical objects the user interacts with
which are able to obtain a finer level of granularity in the interaction
history without needing to apply much intelligence into the system. For
example, when the instructor writes on an electronic whiteboard, stroke
level information can be easily obtained. Capture devices that rely on
machine vision face a greater challenge to extract this level of informa-
tion. For example, occlusion by the lecturer can prevent the system from
seeing all of the writing as it is being written. As a result, the change
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detected is not at the stroke level, but at a cluster level (or a coarser
level of granularity). Virtual Videography overcomes occlusions in one
camera view by using multiple cameras strategically aimed at the same
location. This solution assumes that at least one camera will have an
unobstructed view of the scene; this situation may not always be true
and furthermore the solution does not scale well. The Virtual Videogra-
phy technique also post-processes captured video after the live experi-
ence. Because this processing occurs after the experience, the technique
can rely on footage of the scene after the instructor moves away from
the whiteboard to compute the ink written by the instructor and uses
this information to fill in gaps in the captured video where she occluded
the whiteboard.

3.2 Personalizing Educational Notes

Many capture and access applications for education have been focused
on collaborative recording and review. Personalized notation systems
and digital notebooks have emerged as a way to enhance that group
capture experience or to record important information for solely an
individual user.

To support the personalization of the captured lecture experience,
the Student Notepad (or StuPad) system [176] was added to the eClass
system to provide students with an interface that is capable of inte-
grating the prepared presentation, digital ink annotations and Web
pages browsed from the public classroom notes into each student’s pri-
vate notebook (during the capture phase). Students’ desks were instru-
mented with networked video tablet technology supporting the act of
writing (which is more natural for students to perform and less dis-
tracting than typing). Outside of class, it is hard to predict when and
where students will review the notes; therefore, the access application
was designed to run on networked computers with the more traditional
keyboard/mouse interface. The personalized notes are reviewed over
the Web to facilitate students to be able to review the notes anywhere
anytime. The subtle difference between NoteLook (described in the
personalized workplace capture section) and StuPad lies in NoteLook’s
reliance on the participants to devote effort and awareness (as well as
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a little anticipation) on when to request the public information to be
added into their personal notebook.

The DEBBIE system employs much of the same features supported
in StuPad [16]. In this system, what an instructor presents on the elec-
tronic whiteboard is broadcasted to computers at students’ desks and
is added into their electronic notebooks. Both systems have separate
areas for private and public annotation, but StuPad allows students to
add their annotations on top of the instructor’s slides. The DEBBIE
system was built as one large application that starts with the capture
of the instructor’s lecture as well as the students’ personal annotations,
while StuPad extended the base eClass system — exploring the per-
sonalization of public experiences.

More recently, Barreau et al. [9] have examined how personal cap-
ture devices, such as Microsoft SenseCam [80] and Tablet PCs can
be used to capture individual experiences with biological specimens in
university classes. They then integrate those experiences to create an
entire classroom-learning repository [9]. In this example, rather than
personal recordings being used to augment those made for the group,
the personal recordings in large part become the group educational
record.

3.3 Recording for Scientific Inquiry

Many scientific discoveries can only be made with the collection and
examination of a large amount of data around specific phenomena.
By enabling simpler collection, storage, and analysis of scientific data,
capture and access systems enable researchers outside of ubiquitous
computing to make advances in their own disciplines.

The Audio Notebook is a private device used to capture an expe-
rience for just its user [167]. This electronic notebook supports the
recording of audio, which it integrates automatically with handwritten
annotations. The Audio Notebook, initially developed as an augmented
research notebook, also includes technologies such as page detection
and an annotatable timeline to facilitate the access of specific por-
tions of the captured experience. Because all information captured by
the audio notebook effectively reside on the same device, information
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streams do not need to be integrated. However, the device uses time
to synchronize and index into the captured information for playback.
Because it is a mobile device, the Audio Notebook could support
the capture of almost any general user experience. In her disserta-
tion, Stifelman demonstrates the general purpose ability of this device
through the study of its use in three domains: when a student uses it to
take notes during class, when a journalist uses it to capture interviews,
and when she uses it to take mundane everyday notes [167]. She later
analyzed the results of this study and provided an understanding of
how users, two students and two reporters, coped with the interface to
retrieve the information they wanted to review [168]. This five-month
study resulted in several key findings that can be applied in new note-
taking devices. First, users often skim through notes and only review
in full detail the material that was unclear during lectures or meetings
that was unclear. This discovery suggests the need for the ability to
skim audio at faster than normal speed, a feature Vemuri et al. [182]
later accomplished.

Users also noted that playback often started in the middle of a
phrase when they index the audio using page level or ink indices. This
finding resulted in the development of an “audio snap-to-grid” feature
using phrase detection. Stifelman et al. also processed the audio to pre-
dict topic introductions through an analysis of the pitch, pausing and
energy. The Audio Notebook device indicates changes in topics on a
physical scrollbar that allows the user to snap quickly to new discus-
sion threads within the recorded meeting or lecture. Not surprisingly,
Richter et al. [151] found similar user behaviors and needs in their
TeamSpace project, which we will describe in the next section. In con-
trast to the Audio Notebook, the TeamSpace project ran for a longer
period of time and supported more captured sessions and users.

Through participatory design with scientists, archivists and
managers, Mackay et al. [118] developed an system called the a-book
to augment the way that biologists currently write, annotate and
interact with their notes. The system uses a graphic tablet to capture
ink annotations written on paper notebooks and includes a PDA that
acts as an electronic Interaction Lens that sits above the layer of
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ink. By capturing the users’s gestures and identifying the associated
documents, users can name or tag information, search, and create
links between pages and with external information.

ButterflyNet is a mobile capture and access system for biolo-
gists, biology students, and other scientists working in the field [193].
Using technology-augmented notebooks and other devices, scientists
can record and later find handwritten notes, photographs, sensor read-
ings, GPS track logs, and other research content. Data recorded by
the scientists manually is integrated automatically with the other data
to provide structure and metadata with which to search and explore
findings later.

Imaging technologies (e.g., X-RAY, MRI, CT scanning) and
computer-aided diagnostic tools have greatly advanced our understand-
ing in medical sciences (e.g., orthopedics, neurology, oncology). Like-
wise, researchers have begun using capture and access technologies to
better understand phenomena involving externally observable human
behavior. For example, Morris et al. [130] introduced the concept of
embedded assessment for diagnosing and understanding cognitive and
physical decline earlier through the long-term embedded capture of
physiological data. Similarly, researchers have shown how capture and
access technologies might be used to support caregivers of children with
autism [70, 95]. Later, Kientz et al. described how such technologies
might be used to diagnosis developmental disabilities — specifically
autism [92] and Hayes et al. investigated how capture and access tech-
nologies might be used to understand behavior and outcomes related
to chronic cancer care [69]. All of these projects involve capture and
access technologies being used to create an archivable image of human
behavior. Behavior imaging (BI), then, is a collection of tools and tech-
niques that allow behavioral scientists to better understand externally
observable human behaviors [2]. As more automated BI techniques are
developed, based on advances in human activity recognition, they will
likely enable scientists in exploring fundamental questions about the
behavioral phenotypes that underlie important yet poorly understood
chronic conditions or even changes in human behavior unrelated to a
health condition or disorder.
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3.4 Record Keeping for Childhood Education

Significant to the discussion of capture and access in education is a
focus on the ways in which progress in childhood education can be
measured. In the 1980s and 1990s in most of the industrialized world
a trend towards concepts of “outcomes” and “performance indicators”
began to appear in education. Such movements have generally fallen
under the categories of outcomes-based education (OBE) and standards
based education [124]. Nearly two decades later, a debate rages on
within the education and sociology of education communities regarding
the (de)merits of these metrics [61, 67, 123, 158, 162]. OBE has created
a significant push towards documentation in many schools around the
world, and thus, we summarize briefly here the primary issues and
arguments inherent to this debate.

In addition to standardized record keeping for documentation and
accountability, capture and access systems provide a variety of supports
to educators in internal efforts. Use of video to record best practices
for teachers can help identify those tacit differences in behavior that
make one teacher significantly more successful than another [111]. In
other schools, video has been used as a way to conduct performance
assessments for hiring and promotion of teachers [135]. Others have sug-
gested that teachers do self-evaluation using video and possibly com-
puter technology to augment the video record [85, 65]. Furthermore,
Pailliotet [141] found that teachers were able to “see” those things of
which they had not been aware during an actual classroom interaction
and therefore make better judgments about the children’s behaviors
and their own.

Several projects have explored use of video for the assessment of
programs and interventions in childhood education. The VideoShare
project focuses on use of video in caring for children with disabilities
[183]. It encourages use of video for communicating between schools and
families, increasing the effectiveness of the care team, and improving
therapeutic interventions. The Walden Monitor [187] is a prototype of a
mobile application that supports the capture of handwritten notes (on
a TabletPC) synchronized with captured video as part of a prescribed,
timed observation process. The process of recording this information
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was already a detailed, structured practice that required a dedicated
observer. Thus, the addition of capture technologies did not disrupt the
practice and at the same time provided the ability to share and review
the data more easily.

CareLog [69] is a semi-automated capture system for conducting
Functional Behavior Assessments (FBA) in classrooms. This system
allows for teachers and school staff members to notice an inappropri-
ate behavior after it happens, note its occurrence with a small remote
control, and then automatically retrieve audio and video recordings
of a classroom in the minutes before and after that notation. These
recordings can be labeled, analyzed, and stored as part of a general-
ized educational record. As with the BufferWare project, this model
of selective archiving of data was chosen to ensure that an appropri-
ate balance of needs and concerns of users and those who would be
recorded was achieved [68]. Users access stored information at multi-
ple levels of detail, including overview graphs, the videos themselves,
and summary information of the tagging they may apply to the videos
(e.g., comments about the occurrence, key tags for antecedents and con-
sequences surrounding that behavior). In a five month quasi-controlled
study of its use, Hayes et al. found that using this model of capture
and access greatly reduced the burden and error rates of teachers con-
ducting assessments in classrooms. At the same time, the embedded
nature of the recording equipment, the buffering model of data record-
ing, and the integration of data access into current needs for reporting
and accountability led to teachers and staff members being comfortable
with the presence and use of recording in their classrooms.

Abaris [93, 94] is an automated capture system for the recording
of instructional data during one-on-one Discrete Trial Training (DTT)
sessions [77] usually performed at a table top or in another defined
area. The very nature of DTT makes it an ideal candidate for explor-
ing capture and access applications for recording data about individual
student progress. Therapists use controlled and conditioned training
sessions to help children with moderate to severe disabilities learn new
skills. In a pilot deployment study, Kientz et al. [93] found that the
high level of structure inherent to the therapy provided useful indices
into richer video data that made that data both accessible and useful
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in ways it had never been before. Furthermore, progress through DTT
can often be slow and hard to track. Because new intervention and
instructional plans are created through the careful analysis of detailed
annotations about a child’s performance on particular tasks, the ability
for therapists to easily access this data is a capability that was needed.
Abaris supports a problem that includes a high inherent level of struc-
ture useful in capture applications. Furthermore, this domain problem
includes a high need for recording, accessing and understanding instruc-
tional data that generally indicates a high likelihood for adoption, as
suggested by Richter [150].

In addition to capture and access of classroom activities for student
use, researchers have examined recording of classroom and one on
one instructional settings for instructor analysis and record keeping.
Rosensteing provides an extensive review of uses of video technologies in
social science research, which can include observation, data collection,
and analysis [154].



4

Continual Personal Capture and a
Lifetime of Recording

Many research systems have previously focused on personal capture of
live experiences, with varying levels of manual (explicit) and automatic
(implicit) capture. These projects attempt to provide individuals with
tools for remembering details from regular activities, both structured
and unstructured. In the long term, these projects enable the docu-
mentation of a lifetime of experiences across an immense population, a
concept that has come to be known as behavior imaging. In this section,
we describe several of these projects and their approaches to capturing
relevant information in socially appropriate ways and providing access
to this information later.

4.1 Continual Personal Capture

The goal of using external tools, such as recordings and documentation,
to augment human memory is certainly not a new concept. Lifelogging
tools record and archive all information from one’s life, which includes
all the text and media that one interacts with on a daily basis as well
as any visual and auditory information and other biological data from
sensors on one’s body. The advent of mobile and ubiquitous computing
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is making it possible to collect and to store ever more data about an
individual and to make those data accessible anywhere at any time,
functionality we refer to as continual personal capture.

As described in the early investigations chapter, Forget-Me-Not was
arguably the first application to demonstrate the concept of continu-
ously capturing a mobile user’s experience in an instrumented capture
environment — the office [103]. Since that work, many other research
projects have revisited the same concept either in spaces rich with
information, such as museums and academic conferences or continu-
ously throughout a person’s life.

Want et al. [185] have also explored this concept but from a mobile
infrastructure standpoint with the Personal Server project, a device
that users can carry with them capable of storing and providing access
to all their personal information as needed through available devices
and local wireless connections. This device contains no integral user
interface, but instead can wirelessly communicate with input and out-
put devices (via Bluetooth).

Similarly, Clarkson [29] developed a wearable system with
“insect-like perception via low-resolution but wide field-of-view sen-
sors” using microphone, front and rear facing cameras and three gyros
to determine the capture system’s orientation. With the goal of sensing
and recording people’s life patterns, this system continuously captures
“I Sensed” series data, which is processed to determine high-level user
activities on a day-to-day basis. In capturing and analyzing data from
100 days in one person’s life, Clarkson was able to determine that such
a system does not need complex techniques for classifying a user’s life,
but rather a simple alignment and matching techniques at the pixel
level is sufficient. This is in part because, 50% of people’s daily situa-
tions are typically limit to only four choices of activities.

In 2001, Bell [13] became interested in how the rapidly increasing
affordability and size of disk storage can be used to fulfill Vannevar
Bush’s vision of the Memex. His project, initially named as CyberAll
and later renamed to MyLifeBits [58], explored issues related to encod-
ing, storing and retrieving all of the user’s personal and professional
information. Gemmell et al. provided rough estimates on how much
disk space is required to store different media that a person would
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create or interact with in her life. For example, Gemmel et al. esti-
mated that 1TB, costing <$300 by 2007, would be sufficient for holding
a years worth of document, even if it were to store 9800 pictures, 2900
documents, 26 1-h audio clips, or four 1-h video per day.

In the early stages of the project, Bell made the decision not to
use a database. He believed that the Windows file system organized
into a relatively flat three level hierarchy, with about a dozen first
level folders and an average of four folders in the second level, would
provide more flexibility than a database. Bell believed that the need
to maintain the database columns and metadata was an unnecessary
cost. To meet the user’s need, Bell believed that applications could
support ordinary indexing techniques, such as temporal indexing, and
searching by automatically extracting metadata from the documents.
Additionally, at that time, he feared that continual personal capture
would involve too much variation in document types and he did not
think databases could be flexible to the moving or modifying of files.

However, the actual realization of the CyberAll vision as the
MyLifeBits project actually used an SQL server that supported full-text
search. The schema consisted of a table for the resources, a table for
the annotation links and a third table for collection links. The resource
table stores information as blobs and has additional columns for stan-
dard properties such as type, size, creation date, last modified date and
a short description.

To explore storage of information beyond personal and professional
content, such as all of a user’s reading, presentations, and music,
Gemmell et al. [59] created SenseCam, a personal, mobile, passive cap-
ture device. SenseCam automatically captures images from a person’s
life without her having to operate the recording equipment. Gemmell
et al. designed the device to be the size of a pager that could be worn
on the front of the user’s body via a neck strap. SenseCam includes
accelerometers, a light sensor, a temperature sensor, and a passive
infrared sensor to detect motion. A PIC microcontroller polls these
various sensors every second. SenseCam automatically captures images
after a certain amount of time elapses or when triggered by the various
sensors. Additionally, the user carries a GPS unit to record her loca-
tion information. An import program uploads the images and all sensor
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data into MyLifeBits. This program automatically relates all proper-
ties, including GPS coordinates to the image. This work identifies a
challenging design decision as to whether to store metadata with the
original data or on its own. Gemmell et al. made the decision for stor-
ing these data together with the assumption that photos can be shared
between users and that the metadata should easily travel with the
original data when sharing. A rapid serial visual presentation (RSVP)
access application allows the user to later playback the captured pho-
tos and the sensed data. A separate access interface allows users to
review information based on location information as well. To demon-
strate the performance of MyLifeBits for SenseCam results, Gemmell
et al. replicated one day’s worth of data for a year. This resulted in
318,000 SenseCam samples and over 55,000 SenseCam images. This
allowed them to measure processing time for various operations (such
as query and sort) performed over the MyLifeBits storage.

SenseCam researchers have also conducted numerous studies to
understand how SenseCam can be used by patients with brain injury
[80, 161], memory impairment [109, 110, 172], to support reflective
practice by teachers [55], for personal information management [108],
to create visual diaries of daily life [140] and more.

The idea of continuous capture of images, audio and other media
streams also has been investigated by others. Like the SenseCam,
Aizawa et al.’s LifeLog system [7] and Ellis and Lee’s audio-based
personal audio archive system [49] both explore the concept of using
sensed context to facilitate the retrieval of captured media streams.
Ellis and Lee analyzed the capture audio stream itself to segment the
recordings and enabled the user to label the data so that a spectral
clustering algorithm can be used to classify similar information. Sim-
ilarly, the Lifel.og system performs voice, face, and conversation scene
detection and uses data from sensors such as a brain wave analyzer,
accelerometers, and a gyro to describe the captured information in
addition to time and location.

Academic conferences often have multiple tracks of concurrent
activities that include paper presentations, demonstrations, special
interest group meetings, etc. Conference attendees typically move about
and listen to the track they find most interesting. To help remember the



132 Continual Personal Capture and a Lifetime of Recording

presentations they have seen, attendees usually take notes. However,
the abundance of potentially novel and interesting information means
that attendees may struggle between attempting to take notes or to
synthesize the presentations. Furthermore, the large amount of infor-
mation, ranging over many different topics makes it difficult to organize
the notes. Dey et al. [40] created the Conference Assistant as a mobile
capture and access application that allows users to take notes that
automatically integrate with the tracks they attended for later review.
As attendees arrive at a conference, they each receive a handheld PDA
for use during the conference. Rather than requiring attendees to take
detailed notes, the instrumented environment automatically captures
and tags each presentation with the fixed location. Conference atten-
dees can take summary notes on their personal, mobile devices. Because
attendees are often mobile during presentation sessions, the Conference
Assistant logs the user’s physical location at all times through the use
of RF-ID positioning technology. When an attendee reviews a talk she
attended, the application uses location information to integrate the
personal notes with the actual presentation.

At the Advanced Telecommunications Research Institute Interna-
tional (ATR), Sumi et al. [170] explored providing useful information to
visitors during exhibition tours of museums, trade shows, conferences,
etc. as part of the Context-aware Mobile Assistant Project (C-MAP).
Based on the user’s profile, which includes age, gender, experience par-
ticipation type and personal interests, as well as, the user’s location,
an animated agent character appears on the user’s mobile computer
to help guide her through the physical space. Later, Sumi et al. [171]
added the ComicDiary application to automatically generate a comic
strip that recounts the conference attendee’s experience based on sensed
and manually inputted content. This application, running on the hand-
held device, accumulates personal contextual information, such as the
touring history or list of people encountered, and provides the user with
an interface for inputting the level of personal preference (for the cur-
rent situation), current interest, etc. A story generation engine creates
a story from the captured information and presents it as a comic strip.
More recently, Korhonen et al. [101] created the Mobile Fair Diary,
a system that includes a mobile SmartPhone interface for capturing



4.2 Personal Photograph Capture and Management 133

experiences at a fairground and providing access to them later over
the web.

Similarly, the HP Remember system allows museum visitors to
author automatically generated Web pages recounting their experi-
ences through both sensed and manually added content [54]. In this
system, upon entering the environment, users receive RFID tags that
can be docked at readers placed throughout the exhibit to register her
presence. Additionally, users also carry wirelessly networked Pocket
PCs that they can point at and communicate with Cooltown infrared
beacons mounted on an exhibit. This explicit action invokes cameras
instrumented in the environment to take pictures of the user and the
exhibit. A record of the user’s museum visit is preserved as a set of web
pages that can be reviewed afterwards.

The user’s mobility in the situations discussed above requires the
capture applications to be also context-aware. These applications use
more information than simply time to integrate the appropriate infor-
mation. In particular, the sensing of people present in any given loca-
tion needs to be supported. By automatically sensing or allowing users
to input this piece of context, these applications can dynamically inte-
grate all the different streams of information that the user experiences.
In contrast, systems such as NoteLook and StuPad, introduced in the
education and workplace sections respectively, support the personaliza-
tion of captured information in settings such as classrooms or seminars,
but they assume fixed user location. The NotePals application has also
been used at conferences [107]. NotePals integrates a collection of per-
sonal notes based on matches in context, such as location and time.
However, it operates independent from any instrumented environments.

4.2 Personal Photograph Capture and Management

Many hobbyists carry GPS units when taking pictures tag their cap-
tured photos with location information. As GPS units have continued
to become smaller and cheaper, manufacturers of digital cameras have
begun to package this feature in their products as well.! For cameras

L http://www.ricoh.co.jp/dc/caplio/pro_g3/.
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on cell phones, location information can be obtained from the GSM
network’s cell IDs. The MMM prototype uses a simpler form of this
information to tag captured photos with crude location information,
but also to roughly predict the people’s location [156]. By collecting
the user location, it is possible to suggest the list of people who may
be captured within a photograph at any given location. Because a sin-
gle GSM network cell ID can only provide crude location information,
the predicted list of people present can be inaccurate. Additionally,
as geo-tagged photographs have become increasingly more common,
the large collections of images have become inherently more difficult
to browse as well. Jaffe et al. [86] explored how to create represen-
tative summaries of the picture collections, and how to generate Tag
Maps visualization of these datasets. Their system examines visual fea-
tures in images and performs hierarchical clustering on the data set to
determine representative photos. In so doing, the system also identifies
important locations, which are visualized on a map.

Researchers have continued to investigate how to capture additional
context information that can facilitate in the organization and retrieval
of these photos. As previously described, using a galvanic skin response
(GSR) sensor, the StartleCam detects changes in the user’s emotional
state and automatically triggers a camera worn by the user to capture
a picture of the surroundings [76]. In addition to detecting the user’s
emotional state using GSR, users of the LAFCam system also wear
a microphone that continuously monitors the audio [116]. An HMM
trained to detect laughter processes the audio source and annotates cap-
tured video with points in the captured stream when the user laughed.
This interface can simplify the video editing process by marking the
most interesting parts, as detected by the sensors.

In contrast to the previously mentioned camera projects that
capture context as a separate stream of information, Hakansson et al.
[66] explored how to add within a photo the pieces of context that
can be easily sensed, including movements, sound, temperature, pollu-
tion, humidity, smell, and electromagnetic fields. Inspired by lomogra-
phy, the art of taking photographs that capture spontaneous moments
that include unpredictable color and lighting effects using special
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cameras and a “don’t think, just shoot” mentality, Hakansson et al.
used sensor data to control the hue, saturation and value of an image,
thereby encoding the sensed context into the captured photograph,
itself.

Although a photograph or a video clip obviously can capture peo-
ple within a scene, an access application can not easily extract this
piece of context from the content to facilitate users in searching for
the specific picture or video segments they wish to review. Patel and
Abowd developed the ContextCam device to capture video that is auto-
matically tagged with context information [142]. ContextCam detects
people present within the field of view of the camera through an active
tagging scheme that assumes people wear badges that transmit ultra-
sound and radio frequency signals. The ContextCam device includes
a pair of RF and ultrasound readers along the front of the device to
triangulate the distance and position of the signals it reads from the
device. Based on the zoom level, the camera can determine the list of
people present in its field of view. The camera can also determine the
list of people nearby but not in the field of view. ContextCam encodes
the list of people it detects as well as time and location information
directly into the captured video. The camera modifies every sixtieth
video frame. ContextCam encodes metadata information into the least
significant bits of the eight-bit RGB value for each pixel of the video
frame. As a result, how much metadata needs to be stored determines
how much the camera adjusts the quality of these video frames. Patel
and Abowd developed ContextCam as a point of capture device with
the intention of creating video content that would eventually feed into
the Family Video Archive application.

The Family Video Archive application provides the user with an
interface for manually tagging captured video with high-level context
that cannot be sensed easily, as well as, an interface for searching
the archive [3]. Taking the notion of capturing and accessing family
memories one step further, Stevens et al. [166] developed the Living
Memory Box. Based on extensive fieldwork, the design of the Liv-
ing Memory Box enables families to store and review a variety of
multimedia documenting family experiences.
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4.3 Managing Personal Captured Data

Although the works described in the preceding section focus on adding
metadata information to captured content to facilitate access, with the
exception of the Family Video Archive application, they do not actually
investigate the storage and retrieval aspect of the problem. Many of
these works simply store the information streams within a hierarchical
file structure.

However, as Gemmell et al. observed after struggling with their
initial choice of a file system, a database back-end provides the
most flexibility for storing and organizing captured information. As
information retrieval highly depends on what users can remember
about a document, property-based storage systems have been proposed
as an alternative solution to hierarchical storage systems. Property-
based storage systems better support user interaction with documents
through document attributes. A number of systems use (or can use)
information’s natural space and time attributes to manage, organize
and visualize documents. Time-based systems, such as LifeStreams [56]
and TimeScape [148] organize documents based on time and pro-
vide special visualizations. LifeStreams archives documents as a time-
ordered “stream” of documents that are displayed stacked diagonally
across the display. Users can scroll this stack and click on documents
to interact with them. TimeScape takes snapshots of the desktop
workspace, and the desktop can be “played back,” meaning that indi-
viduals can visually examine their desktops at any past point in time.
For example, a user could retrieve the document she placed “in the
top right corner last year.” It also has a horizontal timeline view of
the documents and uses fading to handle clutter. Both LifeStreams
and TimeScape allow users to retrieve retrospective content, but also
enable users to create prospective content as well. By inserting infor-
mation with time anchors from the future, users can insert reminders
to act upon at a later time.

Haystack [6] takes a similarly flexible approach, relying on relational
data structures, hierarchical file structures, and user-generated meta-
data. In this solution, a data model enables representation of interesting
information that is inherently searchable and machine-readable. A user
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interface provides access to and visualization of those data, allowing
individuals to browse, edit, and share the data. Furthermore, Haystack
uses machine intelligence to attempt to understand and proactively act
on user needs and preferences, adapting its behavior over time. Finally,
the Haystack model enables sharing of data models between individu-
als in a collaborative workspace. In this way, Haystack provides both a
relational and a user-centric approach to data storage.

In the Presto project, later renamed to Placeless and finally
Harland, [43] investigated a more flexible model for interacting with
documents that uses arbitrary properties instead of simply temporal
context for storing and retrieving information. Users can retrieve a
document (including those in mail boxes or mounted over network file
systems) by specifying a query for known properties of that desired doc-
ument (e.g., author, topic). The use of properties to store and search
captured written notes has been explored in the NotePals application
as well [82]. However, Presto also supports executable properties which
embody autonomous behaviors that help the document space and appli-
cations reorganize the documents and the define ways to interact with
them.

Focused less on documents and notes manually created and accessed
by users, Rhodes and Starner [149] developed the Remembrance Agent
to examine how all the information a user has previously seen and
recorded can be related and made useful to her. This application
demonstrated the potential benefit of having captured information
available after long periods of time beyond the initial live experience.
Rhodes and Starner intended for the Remembrance application to run
on a wearable computer that the user always has on her body. As the
user interacts with a document, the system determines the local context
or keywords related to that file and attempts to automatically remind
the user of other documents she has viewed in the past that are similar.
Similarly, more recently, Starner developed a wearable capture appli-
cation for documenting military field patrols that records the entire
patrol and enables access to it later [165]. For more traditional com-
puter users, Cowley et al. [33] created the Glass Box, which unobtru-
sively captures a history of all computer activity for security analysts.
The captured data are used by these analysts collectively for research
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into the development of new tools for the intelligence community and
can also provide glimpses into trends across analysts to address security
threats.

A variety of research projects have focused on how people deal with
small bits of information in everyday life. Many of these projects have
focused on calendaring, an area slightly out of scope of capture and
access and thus not covered in detail here. Others, however, are more
concerned with capturing, storing, and providing access generally to
snippets of personal information.

The Jourknow project focuses on “information scraps,” which they
define as “personal information where content has been scribbled on
Post-it notes, scrawled on the corners of sheets of paper, stuck in our
pockets, sent in e-mail messages to ourselves, and stashed in miscel-
laneous digital text files” [14]. They note that information scraps are
commonly used for temporary storage, cognitive support, archiving,
reminding, and as a catch-all for unusual information that might be
important in someone’s life. This group has now begun to develop tools
to support these practices [14, 15, 181] based on these results and those
found in other work [10, 25, 72|, Lee et al. [108] capitalized in the con-
cept of small and often ephemeral information to explore how a mobile
automatic picture taking device, the Microsoft SenseCam, could be
used as a personal information management system.

Taking a slightly different approach, other researchers have focused
on history of digital documents already being used as the major reposi-
tory for personal information management. For example, Dumais et al.
[44] developed and evaluated the “Stuff I've Seen” system for reminding
users of appointments, documents, web pages, email, and other elec-
tronic artifacts they have seen in the past. Based on this approach,
Cutrell et al. [36] then argue that search, a cornerstone of capture
and access, would significantly reduce many of the issues of personal
information management.

4.4 Health and Wellness

Physicians have long used patient-recorded data to assist with diag-
nosis of often-mysterious symptoms. For example, when attempting to
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diagnose a potential food allergy, doctors may request that a patient
keep a detailed food diary to be analyzed alongside a symptom diary
in which patients record everything eaten and every symptom expe-
rienced. Despite continued growth in methods and technologies for
documenting and managing personal heath information, people still
experience a variety of challenges related to personal health informa-
tion management [147]. Civan et al. [28] found that the “fragmentation
of personal health information and reliance on human memory” are
two of these significant challenges. The aggregation of information for
ease in both recall and analysis is a major goal of capture and access
technologies, as previously described. Thus, these technologies may rep-
resent a potential part of the solution of managing this information as
it grows in scope and complexity.

As telehealth technologies have become more prominent, the tools
used to gather this sort of everyday information have improved. As
another example, in diagnosing heart abnormalities, cardiologists often
employ mobile event recorders asking patients to push a button that
allows for the recording of detailed medical data when the patient feels
symptoms not just when the patient is in the office. The Point-of-Care
Engineering Laboratory at Oregon Health Sciences University focuses
on developing new technologies that can help monitor and diagnosis
cognitive decline in the aging population early by inserting these tech-
nologies into everyday activities [75].

The Careview project [119] focuses on the capture and access
of medical information to support work practices and information
needs of homecare nurses. A field study of nurses led to the devel-
opment of interface design guidelines for displaying clinical data
including temporal visualization, integrated data gathering and data
analysis, and hands-free speech-driven operation. Similarly, the Life-
Lines project [145] focused on visualizing patient data over long periods
of time.

Xu et al. [191] developed a system to support the capture of the
physical therapy sessions for stroke patients. They focused on assist-
ing patients with reaching and grasping movements. It supported the
real-time collaborative annotation and visualization of the therapy
activities, producing an interactive record of the rehabilitation history.



140  Continual Personal Capture and a Lifetime of Recording

Other researchers have examined the idea that data captured about
a patient might need to be shared with all of the caregivers for that
person. In the Computer Supported Cooperative Care and Proactive
Health projects from Intel [32, 131], researchers utilized a variety of
displays to reflect back information about a person as well as to share
that information with her caregivers. Similarly, the Digital Family
Portrait project focused on communication of behavioral data about
an elder with one significant caregiver as part of a long term deploy-
ment of a working sensor and display system [155]. The CLever Project
at the Coleman Institute at the University of Colorado? strives to
develop computationally enhanced environments to assist not only
people with a wide range of cognitive disabilities, but also their support
community.

Researchers have also explored the way that information about
an individual’s health and behavior reflected back at them can alter
the ways they behave or the ways they think about their own health.
Mamykina et al. [120] explored the ways patients with diabetes think
about their own health by providing them extra information about
blood sugar levels and other data using mobile technologies. In addi-
tion to treating disorders, illnesses, and health challenges, capture and
access technologies have been used to encourage positive activities
related to general health and wellness, such as exercise or proper eat-
ing. For example, Lin et al. [113] examined the ways reflection of not
only the individual’s activity, but also the activity of a competitive
group can affect the ways people think about and enact exercise rou-
tines. As another example, Consolvo et al. [30, 31] focused on tracking
exercise behavior over weeks and even months and reporting progress
back to users through a “glanceable display” on a mobile phone. In
studies focused on deploying these devices and measuring their impact,
the researchers found that behavior not only changed in the short term
but was also maintained over longer periods when the mobile capture
and access system was used by participants with the goal of improving
their exercise routine compliance.

2 http://13d.cs.colorado.edu/clever /index.html.
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Recently, in addition to research applications for health and well-
ness, much attention has been turned to commercial efforts to document
personal health information. Websites for personal health records pro-
vide an online repository for health information, in some cases includ-
ing data from physicians and labs, but in other cases simply including
patient-entered subjective data.

Although there is a potentially innumerable set of these sites, many
of them provide similar services. We describe six such sites here to give
an overview of their potential.

WorldMedcard is a free service for end users that also includes a
paid and branded service for medical professionals, hospitals, and so
on. In addition to the online services, WorldMedcard encourages users
to print a paper card that includes emergency contacts, medications,
allergies, brief medical history, and contact information. Microsoft’s
health records product, the HealthVault, also allows end users to store
health information for free and uses a Microsoft LivelD for login and
security, enabling seamless integration into other Microsoft online prod-
ucts. HealthVault allows the import of data from a variety of external
services and devices, such as blood glucometers and scales. Revolution-
Health acts more as a health portal, like WebMD or other wellness
related sites, providing articles and information on a wide variety of
health related concerns. The site also includes the ability to manage
personal health information. Google Health allows importing health
records from a variety of external sources including pharmacies and
medical treatment centers as well as other smaller medical records
web sites (e.g., MyMedicalRecords.com). Other sites are less focused
on storing full personal health record for the general population, and
instead focus on particular needs. For example, MyCycle.com specifi-
cally targets women tracking their menstrual cycles. The site provides
personal information as well as chat forums and general information for
users. Likewise, PatientsLikeMe.com only allows patients with specific
diagnoses (e.g., HIV-positive or Multiple Sclerosis) to join the site but
then supports the sharing of medically relevant information with other
users for the greater knowledge of all.

Like with all capture and access technologies, personal health and
wellness data storage technologies have the potential to disrupt and
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alter carefully negotiated boundaries around privacy, control, and
autonomy [57]. Government regulations, such as HIPPA in the United
States [79], work towards addressing some of these concerns, but the
exact scope and control of personal health records (as opposed to the
more traditional medical records from treatment centers, hospitals, and
pharmacies) is not yet clear.



5

Techniques for Capture and Access

In the previous sections, we reviewed a large set of applications and
uses of capture and access technologies. In these applications, record-
ing can happen passively (e.g., through cameras and microphones) or
through the active usage of tools augmented with capture capabilities.
If enacted automatically, capture can be triggered by sensors or com-
putational logic, and sometime manually, such as by a human pushing
a button. A capture system may include a basic access interface that
supports the searching, indexing, and playback of captured content.
To facilitate retrieval of particular salient information from the large
amount of content captured over time, an interface could also provide a
visualization and automatic summarization of this collection of data as
a way to help users locate high-level points of interest and then allows
the user to drill down to specific points in the stream for playback. In
this section, we focus on the specific trade-offs between these techniques
for capture and access.

5.1 Always-On Passive Capture

To allow users to review content from their past, that information first
must be recorded. One strategy for ensuring that the information exists
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during access is to always be capturing data. Applications, such as
SenseCam, passively capture information from a person’s life without
requiring that user to operate the recording equipment.

Always-on recording has two specific disadvantages. First, it pro-
duces a large amount of data making it difficult for a person to retrieve
previously captured content using only time information. As a result,
these applications also may include a variety of sensors to capture key
context information that can be used to filter the captured content
during access. For example, the Ubiquitous Home [39] always records
video from a collection of cameras embedded throughout the home.
It detects the users’ footsteps to determine their locations within the
home. In doing so, the system can always produce a continuous video
of any user in the home by properly segmenting the captured data and
locating the video stream that has the user in it from the appropriate
camera source. The system also performs data analysis and clustering
to produce summarizations to facilitate review of the content. Second,
always-on recording produces an environment in which the user is con-
stantly monitored. The recording may produce unnecessary discomfort
[11, 73], especially when it is unclear if all the captured data will be
useful [83].

5.2 Manually Initiated Explicit Capture

Instead of always recording the user, a system can allow the user to
initiate the recording manually. In fast, this mode of interacting with
recording devices is the most familiar the average end user. Whether
using a hand-held video or still camera or recording a conversation
or lecture using a handheld audio recorder, most adults in industrial-
ized nations have recorded multimedia at some time or another. When
considering using this approach to recording in full scale capture and
access systems, however, the end result is often to augment the tools
already in use for a particular activity with capture capabilities. For
example, the Audio Notebook records content when the user interacts
with the device and does not capture otherwise [167]. Similarly, in sys-
tems such as eClass, the user starts the recording of a session only when
capture is desired [1]. This necessitates a user remembering to initiate
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capture. Manual intervention then provides the benefit of protecting
users against the threat of unwanted automatic recording. However,
this model also requires users to foresee the value of recording an event
before it occurs.

5.3 Buffering and Selective Archiving

Many researchers have explored buffering and near-term access to
recorded data as a means of providing augmentation to human memory
without the burden of long-term recording. These applications repre-
sent a wide variety of technological design choices as well as types of
media recorded and uses of those recordings.

Hindus and Schmandt [78] created a near-term audio reminder ser-
vice, known as Xcapture. This service provided a “digital tape loop” of
audio for a single office. It was later augmented to provide a short-term
audio memory of telephone conversations (5—15min long). This appli-
cation runs on a workstation that captures the phone line and allows
the user to quickly review audio content as well as to mark important
snippets in the audio loop to save permanently.

Although the Xcapture application buffers phone conversations, the
user must interact with the captured audio at a workstation, away from
the phone. The intended interaction seemingly is for the user to review
important portions of the audio after the conversation ends. Dietz and
Yerazunis [42] later provided a similar capability using the phone device
itself as the interface for interacting with the captured audio. MERL’s
real-time audio buffering technique does rely on a computer on the back
end to record the phone conversation. However, Dietz and Yerazunis
modified the earpiece to a phone itself to include a capacitive proxim-
ity sensor to determine when the phone is near the ear. A change in
capacitance indicates the user’s desire to relisten to the previous few
seconds of the discussion. The user can repeatedly tap the phone to
move successively further back in time. This application continues to
record the other participant in the phone conversation while the user is
reviewing the audio. The application allows the user to catch up to the
live conversation by speeding up the playback using audio processing
techniques.
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As the mobile phone continues to increase in processing power, the
phone itself can be used to record audio conversations in the place
of a workstation on the back end. Using the Motorola i730 phone,
Hayes et al. explored the potential usability, usefulness and acceptabil-
ity issues involved with the user always being able to review audio from
her recent past [4, 71, 143]. The Personal Audio Loop application con-
tinuously records audio from the phone’s microphone and stores the
audio for a pre-defined amount of time. The user presses any button on
the side of the phone to begin review of the recorded audio. The user
can continue to press that button to jump further backwards. The user
can press the other button on the side of the phone to jump forward in
the audio stream. In a later study, the researchers examined people’s
reactions to the Personal Audio Loop if they encounter it during real
situations from their daily life [84]. They learned that people want to be
informed about recording but were not likely to ask that the recorded
audio be deleted.

Video content also can be buffered, as demonstrated by the Where-
Were-We application [126]. However, instead of acting as a short-term
memory aid by preserving recent content that users can quickly review,
the StartleCam application buffers video to capture interesting images
of a user’s surrounding after the system has detected a change in the
user’s emotional state [76]. The user wears a galvanic skin response
reader that continuously monitors the user’s affective mood; when the
application detects a deviation, it triggers a camera worn by the user
to capture images that caused the response. To compensate for latency
caused by the sensor as well as the processing of the data points, Startle-
Cam buffers a very short amount of video content to allow the applica-
tion to grab images from seconds ago, when the trigger point occurred.
Instead of buffering continuous video, the What-Was-I-Cooking appli-
cation (also known as Cook’s Collage) explores the use of collage dis-
plays to show recent activities in the kitchen [173, 174]. Tran and
Mynatt envisioned this application would be useful to a parent with
young children in a busy household.

Buffering means that recorded data only persist for a specified
period of time, reducing storage issues. However, it does not allow users
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to review important content at a much later time — after the buffer
has expired. As a result, Hayes et al. proposed extending buffering
capabilities into a larger framework of selective archiving, in which
services are always on and available for recording but require some
explicit action to archive data. If no such action is taken, recorded data
is deleted automatically after a specified time. A prototype instance of
selective archiving, known as the Experience Buffers Architecture was
then developed and evaluated in relation to three domains: behavior
assessment for children with disabilities in schools Hayes et al. [69],
impromptu meetings and social gatherings in a semi-public research
space [73], and recording of developmental milestones in homes for
newborn and young children [92]. These applications of the architecture
focused primarily on audio and video recording, but the overall archi-
tecture is flexible enough to handle other sensor inputs, such as from
ink and environmental sensors, all in individual modules connected by
simple networking protocols [74].

5.4 End-User Specified Capture Behaviors

As the trend towards technology-enriched environments progresses, the
need to enable users to create applications to suit their own lives
increases. Formative user studies indicate that user descriptions of a
service tend to focus on the function and not the devices [41, 175].
Truong et al. [178] performed a preliminary design and evaluation of a
GUI interface, known as CAMP (Capture and Access Magnetic Poetry)
that allows users to map their conceptual models onto the INCA archi-
tectural model [175]. The CAMP interface offers users a flexible way
to specify desired applications through the use of a “magnetic poetry”
metaphor. Users can combine home or capture-themed magnetic poetry
pieces into statements that describe an application. Their early eval-
uation indicates that the magnetic poetry interface is simple to learn
and to use, and allows users to specify the types of applications they
want in the way that makes the sense to them. Other effective methods
allowing end-user specification of ubiquitous computing applications
may remain, and need to be developed and studied.
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5.5 Accessing Captured Data

The metadata of time and date are simple to add to any captured
information at the point of capture without any additional burden to
a user. As a result, time-based access interfaces are often utilized in
capture and access applications as the simplest to creat programmati-
cally. Using time, any captured information can be replayed back to the
user. As shown through a myriad of studies across multiple applications
[20, 129, 150, 168], user playback behavior often involves skimming and
non-linear jumps within data streams. Features such as the ability to
index into any portion of the captured content and faster than real-time
playback are useful ones to include.

To further facilitate the access of information, many systems also
capture and tag information with additional context, such as user loca-
tion and others present or nearby. With the additional context streams,
an access interface can support more sophisticated ways to search and
index the content. For example, the Family Video Archive allows the
user to query for video that was captured in specific locations with
different people present [142]. With the Remembrance Agent, Rhodes
and Starner [149] demonstrated how an interface which automati-
cally searches and indexes previously captured content can augment
a person’s memory.

Although playback of previously captured content supports remem-
bering and recall of those experiences, it is a time-consuming process.
Furthermore, as recording has become easier over the years, the amount
of captured data has increased significantly. To facilitate retrieval over
the large amount of content, interfaces can also provide visualization
and automatic summarization of this collection of data as a way to help
users locate high-level points of interest and then allows the user to drill
down to specific points in the stream for playback. Using the meta-data
often gathered through additional context sensing during the capture
of the live experience, an interface can shown information such as when
and where a stream was recorded and who was present. Further analy-
sis and clustering of the captured streams can be performed to produce
summaries of the recorded experiences [7, 86]. Other effective methods
for summarizing and visualizing captured content may remain, and
need to be developed and studied.
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5.6 Support for Developing Capture and Access
Applications

While Moran et al. explored the benefit of long-term capture and access
with the Tivoli system, researchers at Xerox PARC also explored the
potential benefits of near-term reminder systems. Minneman and Har-
rison [126] developed the Where-Were-We application as a service that
captures video of the meeting activity. Although the content can be
reviewed at a much later time, this service also allows users to index
into the captured streams when they need to be reminded of certain
pieces of information during the activity. Later, Tivoli was combined
with the Where-Were-We application to form Coral, an infrastructure
that explores coordinating a defined confederation of tools to capture
collaborative activities for later access [127]. This integration was per-
formed using the Inter-Language Unification (ILU) project [87], which
provides a distributed-object programming facility. This mechanism
allowed developers to create objects that essentially acted as proxies,
connecting heterogeneous components together in the larger system.

The Infrastructure for Capture and Access (InCA) toolkit supports
novel exploration of the capture and access design space by provid-
ing programmatic abstractions for the capture, storage, transduction,
and access of multiple streams of data. These abstractions alleviate
programmers from addressing several concerns:

e A network abstraction eliminates the need to locate dis-
tributed modules;

e All captured data are handled generically, eliminating the
need to consider the specificities of types of data;

o Watchdog threads ensure reliability and self-maintenance,
eliminating the need to develop code specifically related to
checking network connections, and so on; and

® Built-in network filtering reduces the need to adjust band-
width within the application itself based on the constraints
of the environment [175].

Similar architectural support used to develop capture and access
applications have also been investigated by others. For example,
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Kim et al. [97] developed a set of Personal Chronicling Tools (PCTs)
which consists of four components for event monitoring, interactively
annotating captured events, searching/browsing of information, and
editing/publishing captured content.

A key to making capture systems extensible is flexible storage
scheme. Obviously, to synchronize different captured streams, a
repository must be time-based [56]. However, other ways of linking the
information must be supported as well. Kim et al. [96] developed an
event-centric storage and linkage model, which takes into consideration
spatial, temporal, and semantic variations of the captured information.
Alternatively, Kiss and Quinqueton [98] proposed that a model for per-
sistent and incremental knowledge storage should consist of two parts:
a knowledge layer and a resource layer. The knowledge layer would
contain annotations about the resource base.
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Summary and Open Challenges

Over the years, many have been inspired by the visions of those such
as Vannevar Bush and Mark Weiser. In this paper, we provided an
extensive review of this body of work. Systems in this application space
can be characterized based on the following design dimensions:

1. Length of time captured information persists: Some applica-
tions, such as Xcapture [78] and the Personal Audio Loop
[4, 71, 143] keep captured content available for only a short
amount of time. These applications act as quick short-term
reminders for the user. Other applications, such as eClass
[1, 20] and the Cornell Lecture Browser [132], store informa-
tion indefinitely, allowing the user to review the content at a
much later time after the live experience. These applications
allow the user to recall rich details from their past.

2. When and where capture occurs: Some applications capture
experiences that occur within fixed spaces that occur at reg-
ularly scheduled times. For example, eClass and NoteLook
[26] support the capture of lectures and meetings that typi-
cally occur in a classroom and meeting room at fixed times,
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respectively. A few applications have begun to explore the
capture of a user’s experience in a larger space than a single
room [40, 54] and her experience continuously across multi-
ple environments [185].

3. Number of devices comprising the application: Applications
that capture experiences within one fixed environment can
afford to distribute the responsibility for capturing different
streams of information across multiple machines embedded
in that space. For these scenarios, the user typically would
use yet another device to review the captured experience.
However, applications that follow the user around as a per-
sonal service typically run on a single device. For example,
the Personal Audio Loop [4, 71, 143] and the Audio Note-
book [167] are mobile self-contained devices that support
the capture, storage, as well as the later review of previous
experiences.

4. Methods for capturing and annotating the live experience:
Capture can be performed passively using cameras and
microphones (as done in the Lecture Browser system) or
actively by augmenting the tools that the user interacts with
inside an environment (as done in the eClass system). Fur-
thermore, active capture is sometimes enacted automatically,
triggered by sensors or computational logic, and sometime
manually, such as by a human pushing a button. Capture,
however, is only the first challenge to preserving content in a
way that allows users to review information at a later time.
Additionally, applications must annotate the captured infor-
mation in a meaningful manner to facilitate its recall. At
the least, applications tag captured content with meta-data
in order to distinguish one captured session from another
and allow the various streams of information within that cap-
tured session to integrate. Many projects have demonstrated
how time and/or location are minimally sufficient for this
purpose. The Family Video Archive project [3] demonstrates
a compelling reason for manually annotating captured data
with a richer set of meta-data; such annotations can also
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be performed automatically by the application using sensors
and learning techniques [142].

5. Techniques for reviewing captured information: A person
must use what she can remember about an experience to
retrieve specific data from the collection of captured content.
The Family Video Archive demonstrates one way an applica-
tion can support the dynamic searching and grouping of rel-
evant information from a large amount of captured data. In
simpler scenarios, the user obtains all the information from
a particular captured session for her perusal (meaning the
application automatically performs the grouping of captured
information at the session level). As shown with the eClass
application, one stream of information (ink annotations) can
act as an index into the other richer media stream (audio or
video), which the user can play back for additional detail [1].
Beyond searching, indexing, and playback, the Manga appli-
cation demonstrates a process for automatically summariz-
ing captured video as a way to help users locate high-level
points of interest and then allows the user to drill down to
specific points in the stream for playback [180].

Despite the multitude of works in this area, there are still open
challenges in capture and access. These include both computational-
centric and human-centric concerns, and we overview some of these
challenges here.

The value of automated capture applications is most apparent when
users review the content at a later time. To avoid the problems of infor-
mation overload and the general inability to find either specific infor-
mation or general trends within the data, new, sophisticated access
interfaces must be developed. To understand generally immense quanti-
ties of data, automatic summarization of dynamically captured content
becomes increasingly important. As previously described, Whittaker
et al. [189] proposed poor summarization as one of the primary drivers
for limited use of captured information from meetings and developed a
system for provision of the “gist” of meetings. Jaffe et al. [86] proposed
a technique for creating a summarization of a large set of geo-referenced
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photographs. As another example, Lee and Dey have begun to explore
the notion of “smart summaries.” One of their exemplar applications
is to provide memory cues into massive amount of recorded data for
patients with cognitive disabilities and memory impairments [109].

Although the popularity of search engines has resulted in a general
population better trained to search over browsing, there are some activ-
ities that still require browsing capabilities. Thus, improved browsing
capabilities can support users in finding content of interest. For exam-
ple, the Space—Time Browser enables visual representation of content
using two naturally salient clues: time and location [27]. Several other
research projects have begun to engage the immense and complex space
of labeling and visualizing captured data. For example, with the enor-
mity of digital photograph collections, new interest has emerged around
how people organize their digital photographs [90, 153, 160]. Individ-
ual and group collections of multimedia are only continuing to grow,
however, necessitating further research in these areas.

The majority of capture and access applications envisioned involve
some degree of network connectivity, between various sensors and
recording devices and data storage and access interfaces. Some applica-
tions have taken a “store and forward” model in which some storage is
local, and when network connectivity is at its peak, the data are trans-
ferred off these local devices to a central storage space. Others have
taken a more direct connection approach, in which data are streamed
near real-time to storage elsewhere. Regardless of the capture approach
taken, the mobility of the human users will continue to necessitate that
both the recording and the review of data be allowed to occur in a mul-
titude of locations. Thus, a significant open challenge remains in pro-
viding these services in locations in which power, network connectivity,
and other infrastructure may be spotty.

As powerful recording technologies become more ubiquitous, the
necessity for enabling end-users to control these technologies becomes
more imperative. Already, people interact with a myriad of everyday
recording technologies in public that they would like to but are unable
to control [138]. When considering the use of these technologies in
homes and other sensitive spaces, end-users may become even more
interested in controlling what and how data are captured. Enabling
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end-users to appropriate these technologies for their own users is in
many ways a substantial challenge for HCI researchers but also one of
end-user programming. End-users tend to focus on the function, rather
than the devices of recording as a developer might. Thus, new interfaces
can allow users to map their more natural mental models of cap-
ture onto the technological infrastructure. One preliminary design for
such an interface is the Capture and Access Magnetic Poetry (CAMP)
application [175]. As described in Section 5, CAMP offers users a flexi-
ble way to specify desired applications through the user of a “magnetic
poetry” metaphor. End-user specification remains a complicated and
important area of research for capture and access applications, in par-
ticular as surveillance and recording technologies and the capabilities
and desire of the average end-user to document important experiences
in everyday life become more common place.

Following along these lines, understanding of and support for
socially appropriate recording are significant challenges moving for-
ward. Manual recording, even that augmented by computational sup-
port, take the user out of the moment and are less likely to garner
valuable information. Recording automatically, in the background, can
address this concern by removing the load of recording from the end-
user. However, this model also removes the ability to control and often
to be aware o the recording taking place. Although users tend to object
to substantial recording, particularly of images, when simple sensors
would be sufficient for the task at hand [11], people are often willing
to accept intrusive technologies that offer useful services [73, 125, 138].
This trade-off falls at least partly in line with Hong et al.’s [81] notion
of risk assessment and ITachello and Abowd’s [83] concept of propor-
tionality. One solution for balancing the concerns of removing the
load of recording while keeping users in control is the idea of selec-
tive archiving, in which recording devices are always on and available
in an environment, but without explicit user action, data are automat-
ically deleted [74]. This solution worked well to handle the concerns
in a particularly sensitive environment — classrooms for children with
special needs Hayes et al. [69], but was challenged in more nuanced
ways in an open office area [73]. In the latter work, people reacted to
the technology based on a variety of social, physical, and experiential
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cues to the purpose, safety, and capabilities of the capture and access
application. Research to support the social, technical, and practical
concerns of capture applications warrants further investigation.

Finally, with the ubiquity of small mobile recording devices — such
as camera phones or new tiny spy cameras and audio recorders — and
the multitude of aggregating technologies — such as sharing sites like
flickr® and mining technologies like face recognition — new concerns
have arisen about the myriad of “little brothers” who may be record-
ing. Although a variety of human legal and social processes can thwart
much-unwanted recording, there are still cases in which it may not be
practical or desirable to confiscate or regulate recording through these
means. Thus, developing new techniques for blocking recording with-
out the cooperation or sometimes even knowledge of the entity doing
the recording remains an open area for research in this domain. As
one example, the Capture Resistant Environment prevented CCD and
CMOS cameras from recording still or moving images by identifying
and shining light into the lens of these cameras [179]. This approach,
although interesting and promising, only works to prevent consumer-
level CCS and CMOS cameras, thus leaving open a wide space for
development of new technological innovations.

In conclusion, the history of capturing and accessing records of
human experience is long and filled with varied motivations, technologi-
cal innovations, and social and political phenomena. As recording tech-
nologies become more powerful and ubiquitous, the research designs of
the past have become everyday realities even while new research areas
have been opened. This article serves as both a review of what has
already been accomplished and a jumping off point for the capture and
access research of the future.
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